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Abstract— Power-management approaches have been widelyawake longer and transmit a long preamble preceding each
studied in an attempt to conserve idling energy by allowing packet to wake up the receivers.d.,BMAC [2]). Therefore,
nodes to switch to a low-power sleep mode. However, due to the e aiver-hased asynchronous scheduled protocols alse hav

inherent inability of current approaches to match sleep scedules . . ..
to different traffic patterns, energy is wasted switching nedlessly high idling overhead. For the sender-based protocols, when

from sleep to idle or large delays in traffic delivery are incured the packet inter-arrival times are short, the sender neslgle
due to being in the sleep state too long. In this paper, we sends a long preamble even though its receivers are awake.

explore such effects of various traffic patterns on current pwer  Therefore, long inter-arrival times help amortize the prbe
management protocols. Our results show the importance of #ffic cost. Trigger-based protocols.§.,Wake-on-Wireless [3]) use

information to obtain larger benefits from power management | dio t K the hiah dat di
While some proposals that exploit traffic information exist they a low-power radio to wake up the high-power data radio.

rely primarily on individual sender traffic patterns to develop Therefore, the trigger-based protocols incur high switghi
sleep schedules, ignoring aggregate traffic observed by mivers. costs when the packet inter-arrival times are longer than th

This deficiency motivates the design of a new power managemen wake-up time of the high-power radio. Again, bursty traffic
protocol that use traffic information at the receivers to ad@pt  can take better advantage of the time the data radio is awake.
sleep schedules. . o . . .
The main contribution of this paper is an extensive study
of three representative power management protocols: IEEE
. INTRODUCTION 802.11 PSM [1], B-MAC [2], and Wake-on-Wireless [3]. We

Due to the energy-constrained nature of mobile device%\faluate the effects of actual interface energy consumptio

there has been extensive research on energy conservafidffj @ specific focus on switching costs, as well as varying
throughout mobile systems. One specific target of energ(fl Ic pattern_s on energyjefﬁuency and delay of these pro-
conservation is network idle-time. While energy can be dav cols. To this end, we first p_resent an energy mode_l that
by keeping the wireless interface in a low-power sleep Sta_ellgcounts_for the energy cost in each state of the wireless
in the presence of idling, the network performance might i terface {.e., tran.smlt, receive, idle and sleep). Eurthermore,
negatively impacted since these cards have no commurica fferent than typ|pal energy m_ode_ls, our model mcludas_th
ability when sleeping. Therefore, a wide range of poweF’—nergy con§umpt.|on of switching into gnd out of sleep, 'dl.e
management protocols have been proposed to efficiently wad transmit, This energy model provides a comprehensive
up cards from the sleep state [1], [2], [3], [4], [5], [6], [7] representgnon of the dlffe_rent compo_nents of the energy
However, the majority of these protocols assume simplifieﬁ?nsumpt'on of a wireless interface, W_h'Ch we also V?T'fy by
energy models or traffic patterns. Changing these assun$pti8ner9y measurgments of IEEE 802.11 interfaces. Addlﬂmnall
obviously affects the performance. The goal of our researHHa time spent in each state also affects energy consumption

is to evaluate the extent of such effects with the objective and IS deter_mmed by t.)Oth the power-management protocol
designing better power-management protocols. and the traffic patterns in the network. Therefore, we study a

The main problem with current power management protB-umber of different traffic patterns.

cols is that each type of protocol makes assumptions abouP!" study ShO\_NS that violgting j[he energy model and traffi.c
network traffic, which results in consuming energy eithdpattern assumptions negatively impacts performance. avhil

needlessly idling or switching between sleep and idle statg®Me research on using traffic shaping tq augment power man-
For instance, in synchronous protocoks.q., IEEE 802.11 agement eX'St_S [12], [13], [14], [15], [16], in these a_pm’oes,
PSM [1]), nodes wake-up periodically based on a schedLﬁQCh s_ender independently affects sleep sc_hedulmg based o
and stay awake for a fixed interval if they receive traﬁigsgr%ﬁ'f' However, the prf(;.blems I(zjue to a mismatch of slehep-
announcements. Hence, long packet inter-arrival timearincceauing to current tra_ IC would grow more Severe wnen
high idling energy consumption. However, if the traffic idnultiPle senders, each with a unique traffic pattern to alsing
bursty, the awake intervals are utilized more efficiently. I"€C€IVer, are considered. This cl)bSErvatKr)]n suggests daymmN_t
asynchronous protocols, the receivers stay awake Iongero{daoWer management protocol, where the receiver detesnine

overlap with senders [8], [9], [10], [11] or the senders sta?}eep schedules_and trans_mission_times. i
The rest of this paper is organized as follows. Section Il

This work is partly funded by Vodafone Fellowship and NSF Q08&7468. presents our energy model, which is verified by experimental



TABLE |
TRANSMIT AND RECEIVE ENERGY COSTYMW) FOR SELECTED CARDS

[ Card | prae Pry |
Cabletron [19], [20] 1400 1000
Lucent Wavelan [21], [22]
2Mbps 1327.2 | 966.9
11Mbps 1346.1 | 900.6
Monolithics [4] 14.88 12.5
Mica Mote [23], [24] 81 30
Cisco Aironet 350 [18] 1850 1590
Tek Stop: SOOKS/Sr N 7 Acgs .
213mA E
. 84mA 1 |
P
e : "*'\ , 156mA
Fig. 1. Measurement setup used to determine energy chasticte of &M
Aironet 350 wireless card in different modes.
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measurements. Section Il presents our categorizatioowép 3? L | I [ M |
management protocols and the effects of violating traffic LMMWW L W snripe
pattern assumptions on various power management schemes. :
Finally, Section V presents conclusions and future dicexi
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Il. ENERGY CONSUMPTION FOR

WIRELESSCOMMUNICATION
o . Fig. 2. Transmit energy: Transmit power level 100 mw, traihsate 2 Mb/s.
To evaluate the energy-efficiency of different power man-

agement protocols [17], we summarize our energy model that

captures the time a wireless interface spends in each state ( N )

transmit receive idle andsleep) and switching costs betweenn0de spends transmitting to nodg Since P, and Pyase
states. Our model is based on the energy characteristics &6t fixed COStSEcomn (i) is determined by how much data
typical wireless interface, which we validate through meas @& node transmits and the transmission costs defined by the
ments. Based on the states of the wireless interface, waedivi = (i,7)'s. Essentially, the time spent in transmission and
energy consumption into communication coste.(transmit €ception depends on the traffic pattern (i.e., packet size a
and receive) and passive coste(when it is not engaged in burst length) anq tr_le channel quality, which determines how
communication). The rest of this section presents thests cdgany (re)transmissions a node needs to handle. _
using the published information about various wirelesglgar ~1able | shows P** (energy at the maximum transmit
and our measurements of the Cisco Aironet 350 [18] card. Rewer level) and®., for various cardsF; (i, j) attenuates with
our measurement set-up (see Fig. 1), which is similar to [3f1€ 7" power ofd, whered is the distance between nodées
we used the PCCExtend extender to expose the connection&RfJ; 7 is the path loss exponent aads n < 4 depending on
the wireless card, including thi... The extender is insertedthe characteristics of the communication medium. Although
into the laptop and the card is inserted to the extender. The(i;j) is a continuous function of distance, current cards

current is directly measured using a Tektronix TCP202 curreSUPPOrt discrete transmit power level settings. For instan
probe and a Tektronix TDS654C oscilloscope. Cisco Aironet 350 has five transmit power levels (mW): 100,

50, 30, 20 and 5. Fig. 2 shows.,,,. (i) for the Aironet 350.

We measured the current that passed through the redundant
lines on the extension board independently. Therefore, Fig
Communication costs of a node Eomm (i), comprises of gepicts two identical curves and hence, the actual current

A. Communication Costs

the energy consumed for transmit and receive. consumption is twice what is shown in the labels. As in
Eeomm (i) = tra(i) - Pra + Z tealis§) - Praliy ), (1) Table I,.Ptz is hl.gher thanP,,, (_2 x 184 mA and2 x 15_6 mA
JENewt Hop respectively). Fig. 2 also depicts costs such as switchieg t

transceiver onq x 213 mA). These costs are included in the

where noder's receive power sy Pi(i, ) is the total transmission energy calculations for the Aironet 350 inl@ab

transmission power and is defined &.(i,j) = Poase +
P.(i,7), where Py, is the base transmitter cost ai(s, j) .
is the transmit power level. Energy consumption is deteeatin B- Passive Costs

not only by the power level but also by how much time the E,,ss..(¢) represents the energy consumed when a node is
device needs to remain in each state. Hence, in#1)i) notinvolved in reception or transmission. During this tjrtte

is the total time spent in reception ang.(¢,j) is the time wireless interface of a node can expend energy idling, slgep



TABLE Il Tek Stop: 5.00KS/s - 0 Acgs
IDLE AND SLEEP MODE ENERGY COST$MW) AND TRANSITION ENERGY - ‘
(J)FOR SELECTED WIRELESS CARDS

| Card | Pidle | Psleep | Psw - tsw | 1
Cabletron [19], [20] 830 130 1.328 ; L
[Lzul‘j?r[‘ng’]v avelan Average:103mA L ]
2Mbps 843.7 66.3 0.6 B AN A S TR SRR PR P P 0 P T PP A AN
11Mbps 739.4 47.4 0.6
Monolithics [4] 12.36 | 0.016
Mica Mote [23], [24] 30 0.003
Cisco Aironet 350 [18]| 1150 140 0.6 (ad hoc)

0.19 (managed)|

Tek Stop: Single qu 5.00kS/s

] ChT 50.0m M~ T00ms Cht 63MA

Fig. 4. Transition energy in ad hoc mode.
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enough to amortize the switching cost. However, the time in
each state is defined by the interactions between netwdfictra
and the power management protocol. Essentially, intévadrr
characteristics of the network traffic and how the power man-
agement protocol reacts to the current traffic determines th
extent of idling and switching costs, and henég,, sy (i).

, Next, we discuss such protocol costs and compare different
AT 50.0mA M TO0mS ChT S~ 5amA power management protocols under different traffic types.

1
5
|

Fig. 3. Transition energy in managed mode. I1l. COST OFPOWER-MANAGEMENT IN
WIRELESSNETWORKS

Idle-time power management protocols can be divided into
or switching between these two states. Therefore, two categories: synchronous and asynchronous. Synchsonou
protocols use shared schedules, which can be either global
Epassive(i) = tiaie(i) - Pidie + tsicep(i) - Psteep + tswiten - Pswiten,  (i.e., defined across the network [1]) or locale(, negotiated
. ) . ) @ petween neighbors [5], [6], [7]). Asynchronous protocals ¢
where idling energy is determined by idle pow&a., and  jinate node wake up times without shared schedules [2],
the duration of idling,t;q. (7). Sleeping energy is a fun(;t|on[3], [4], [7]. In this section, we discuss and evaluate the

of the sleep power;;c.,, and the duration of sleep,cc, (). power-management protocols in each category in terms of

The cost of switching from idle to sleep i; nggligible. Henceejr impact on idling energy consumption and network per-
transition energy is the energy spent switching from sl€ep . ance under different traffic patterns. Finally, we camep

idle, which is determined by switch poweFy,icn and the 5 orotaeols in terms of their switching costs. To this ene,
duration of switching7,uwircn,- In our discussion of SWItching ey present the traffic patterns used in our evaluation.
costs, we have only considered the actual device switching

cost and nothe protocol costhat includes the cost of finding

out if the card can switch to a sleep state. A. Traffic Model
Table Il lists Pjg. and Py, for various cards. Except To evaluate the impact of various traffic patterns on diffiere
for a few cards,FEsyitch = tswitch - Pswiten 1S typically power management protocols, we use the following traffic

not known. Therefore, we carefully measuréd,:., for types: CBR (constant bit rate), on-off and TCP. Using CBR, a
the Aironet 350. The measurements show tha};.., varies node generates packets at evamerval, which determines
depending on whether the device is in managed or ad hte rate of the flow. The parameters for on-off drerst-
mode since the Aironet 350 card goes through differentstatéme and idle-time which follow exponential distributions.
for different modes (see Figs. 3 and 4). The ad hoc moénally, a TCP flow from a client to a base station is based on
cost is approximately the same as the Lucent Wavelan [2ijeasurement traces from an in-motion networking study)[25]
[22], whereas the cost of transitions in managed mode arewe used ns2 [29] to derive the send times for different traffic
lower. Among the cards we considered, Cabletron [19], [2@htterns: CBR with packet generation intervals of 0.5 s and
is reported to have the highest transition energy costs. 5 s, labeled as CBR-0.5 and CBR-5 respectively, on off traffic
Obviously,Epqssive (3) IS minimized if the network interface with 0.5 s and 5 s burst-time and 0.5 s of idle-time, labeled as
sleeps as soon as the node becomes idle and sleeps On@ff-0.5 and OnOff-5 respectively, and finally, a TCP flow
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Fig. 5. Transmit patterns with different traffic types. Fig. 7. |EEE 802.11 PSM: Idling energy consumption at thesikex.

[B] 1 [l 3 _ : :
3 ; of every beacon interval. While the algorithm performs well

Noder [E] | /Bild ld | in single-hop networks, it might not converge in dynamic
ATIM | 3 environments. This problem motivated several asynchrenou

v
:
window, beacon interval ' i
g M N '

Node 1

— Jfime protocols, which are discussed in the next subsection.
In IEEE 802.11 PSM, broadcast, multicast or unicast pack-
peacon ame B wansmit ATiM 2 P—— ets to a power-saving node are announced using ad hoc traffic
[T awae Backnowledge ATIM E’]acknomedge data  indication messages (ATIMs) at the beginning of the beacon
interval called the ATIM window. Only ATIM messages are
Fig. 6. IEEE 802.11 power-save mode allowed during this window. Fig. 6 shows the interactions

between two nodes using IEEE 802.11 PSM in an ad hoc
network. During the first two beacon intervals, no packets
. ; SR ygl?g’pending for either node. The two nodes randomly send
are .to a recewer. Simulation time IS 500?' o ._beacon messages to maintain synchronization. In the third
Fig. 5 depicts the CDF (cumulative distribution funCt'onFnterval Node 1 has a packet to send to Node 2 and so sends
of packet arrival times for these traffic patterns. Esséntia a direct,ed ATIM, which is acknowledged by Node 2. A node
significantly different packet inter-arrival times are ebsged at receives a (’jirected ATIM sends an acknowledgment and
with each traffic pattern. For instance, while for the TCI['h

. tays awake for the entire beacon interval waiting for a data
trace 80% of the packets are sent within 0.05s, the paclg y 9

. . . o ; %\tcket to be transmitted. After the ATIM window, Node 1
inter-arrival time of the on-off traffic with burst-time of® s
changes between 1 s and 5 s. Therefore, we next discuss,jhe

sends the packet using normal channel access rules. Fogowi
. thetransmission of all announced packets, nodes can centin
different classes of power-management protocols and heyw tr}
are affected by different traffic patterns.

labeled as TCP. A sender sends 40 packets, each 128 b

0 transmit packets destined to nodes that are known to be
awake for the current beacon interval.

In IEEE 802.11 PSM (and similar protocols that use an
B. Synchronous power management out-of-band channel to announce pending transmissions), t

Synchronous power management schemes attempt to ledroughput of the network is limited to the amount of daté tha
age shared schedules to reduce the amount of idling. To @ be announced in the channel. If a node cannot send an
this, a predefined schedule is distributed among nodes(eitindication message to wake up its destination, it must buffe
globally or locally). When a node has data to send, it waitts packets until the next beacon interval. If this contsue
for the next period that the intended receiver should be awale happen, the node’s buffer eventually fills up and packets
before transmitting. There are a number of trade-offs wheéme dropped. Hence, packet inter-arrival times determaibk b
designing synchronous power management schemes. Figgtnmunication performance and energy conservat@g. (
synchronization is difficult to maintain in wireless netksr depending on what extent idling energy consumption can be
in a distributed fashion. Second, matching the time betwe#&wvoided at each beacon interval.)
the awake periods of a node to its traffic pattern is diffiddilt. = The protocols parameters (i.e., the size of the beacon
the nodes wake up far more frequently than data is sent, gneirgferval and atim window) affect idling and switching casts
is wasted in needless switching. However, if nodes wake &pr instance, regardless of the presence of traffic, eack nod
too infrequently, large delays in delivery can occur. stays awake the entire ATIM window in expectation of ATIMs.

IEEE 802.11 Power Save Mode (PSM) [1] is the standatd IEEE 802.11 PSM, if there are no traffic announcements,
synchronous power-management protocol, which also pegvidhe node stays idle at least the duration of the ATIM winddw. |
support for buffering packets for sleeping nodes. To maintathe node stays awake to receive traffic at the end of the ATIM
synchronization, beacon messages are sent at the beginmimgdow, the amount of idling depends on how well the rest of
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Fig. 9. IEEE 802.11 PSM: CBR traffic, packet interval 0.5 s. Fig. 11. |EEE 802.11 PSM: On Off traffic, burst interval 5 s.

the b int lis utilized. | wud irad tthe CBR traffic has a higher rate..,0.5 s packet interval).
€ beacon Interval 1S utilized. In our study, We experireen Hence, we observe a triangle pattern, where the first packet

with 3 different beacon interval and ATIM window values _(BI, bserves a high delay, while the rest of the packets that ean b
ATIM): (0.3 S’.O'OZ s), (3 Sr 0.02's) and .(3.3’ 0.2 S)'. Flg. gent in the same beacon interval have shorter delays. s al
shows that while PSM effecuvely reduce; idling energynigl indicates a better utilization of the beacon interval. Foodf
lenergytmcrealiets as Bll anreasesc,:g;pgc;alll):j{_or ”aﬁtdm traffic, back-to-back packets result in a triangle pattard as
ong Inter-packet arriva 'me$(9-' -0.5). ldling energy 1s expected this pattern becomes more observable as the burst-
also expec_ted to increase in the presence of broadcastasult interval increases (see Figs. 10 and 11). Finally, TCP traffi
pac_kets, since the_ ATIMs for_ these messages cause all noggﬁibits the most interesting pattern. In this traffic modkl
(or just the nodes in the multicast group) to stay awake fer t ackets are sent with shorter intervals compared to ther othe
entire beacon interval. Since the neighbor sets of two no SHic models. When the beacon interval is 3 s and the ATIM
are not Iiker_to be exactly the Same, hodes _rebroadcasein indow is 0.02 s, all packets experience a delay of 8 s, which
next ATIM window even if all |_ntended recevers have bee& the route discovery delay, and then the entire batch is sen
poyered in the cgrrent ATIM window, leading to UNNECESSAIY one beacon interval. However, when we increase the ATIM
idling and recep.tlo.n costs. window size, there is less time to send data packets in aesing|
Wake-up and idling patterns also affect the delay charactggscon interval, and hence, we see a stair-step pattern.
istics of the communication. Figs. 8, 9, 10, 11 and 12 depict
IEEE 802.11 PSM performance for CBR-5, CBR-0.5, OnOff-
0.5, OnOff-5 and TCP, respectively. We observe that withea€: Asynchronous power management
traffic type, the first packet experiences a high delay sinceAsynchronous power management protocols were designed
it takes longer to find a route when a power-managemdntaddress two fundamental problems with synchronous pro-
protocol is in place. Fig. 8 shows that when the intervabcols. First, synchronization is difficult to maintain. &h
between packets is lond.€., 5 s), each packet is delayedoss of synchronization can cause message delay and energy
approximately the beacon interval duration. This alsodatéis overhead. Second, predefined wake-up schedules are difficul
that the receiver wakes up only for one packet and idles ttee match to future traffic patterns, causing further cost in
majority of the beacon interval. On the other hand, in Fig. &rms of delay and energy. To answer these two problems, two
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classes of asynchronous protocols were developed, which we Packet number

call asynchronous scheduleshdtrigger-based Asynchronous Fig. 15. B-MAC: CBR traffic, packet interval 0.5 s.
scheduled protocols solve the synchronization problemgdou
not address the problems from potential mismatch between
wake-up schedules and traffic patterns. On the other haed, th
trigger-based schemes address both. range are identical. This is particularly a concern for irogit
Asynchronous scheduled protocolg[8], [9], [10], [11] Protocols, since they typically discover and maintain estiy
operate on the idea that if nodes stay awake long enougkoadcasting requests through the network.
they are guaranteed to overlap with their neighbors. In theWe show some of these effects by evaluating B-MAC under
first proposed protocols, the receivers made sure that thdiiferent traffic models. In our study, we used check int&yva
awake periods cover all possible transmitters [8], [9],]J100f 0.1 s, 0.2 s, 0.4 s, 0.8 s and 1.6 s, which are the suggested
[11]. However, later protocols [2], [7] moved the burdenhet values in [2]. Since there is only one receiver, the preamble
sender, requiring the transmission of a preamble that ig losize and the check interval are the same. Figs. 14, 15, 16, 17
enough to ensure all possible receivers will hear it. Fig. Ihd 18 depict B-MAC performance for CBR-5, CBR-0.5,
shows the operation of B-MAC [2], [7], where the receiver®nOff-0.5, OnOff-5 and TCP, respectively. In B-MAC, when
sample the channel periodically and stay awake if chanribe packet interval-arrival times are smaller than the ipiga
activity is detected. After reception, the node goes back size, the delay increases linearly since each packet needs t
sleep. To provide reliability, the senders transmit a piglam wait for the previous packet to be sent (see Figs. 14, 17
that matches the length of the check interval of the receiveand 18). On the other hand, when the interval between packets
While asynchronous scheduled protocols remove any ovéicreases to 5 s for CBR traffic, each packet experiences a
head from maintaining synchronization in the network, #xed delay that is equal to the preamble size. For on-off
node may spend significantly more time awake than in teaffic with a burst-interval of 0.5 s, the linear increaselélay
synchronous approach. While in the receiver-based approagepends on the burst size at each burst interval (see Fig. 16)
nodes switch to idle when there is no traffic present, in Trigger-based protocols notify nodes when they should
the sender-based approach, nodes that are not the intendakle up through the use of a second control channel [3],
receivers also remain awake. This results in unnecess@ty; [26], [27], [28]. To be effective, the control channelst
switching and idling costs. Additionally, all current appches consume less energy than the main channel. Furthermore, the
incur more delay than a synchronous approach. Anoth®ro channels should be orthogonald, transmitting in the
drawback of these protocols is that broadcast support ¥ o8I15MHz [3], [27] or using RFID technology [26] does not
provided if the awake periods of all nodes within transnaissi interfere with IEEE 802.11). RTS [28] or beacon messages [3]
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Fig. 17. B-MAC: On Off traffic, burst interval 5 s. ) ) ) )
In our evaluations, we experimented with different data

radio wake-up times: 0.5 ms, 5 ms, 50 ms, 500 ms and

5 s. Figs. 20, 21, 22, 23 and 24 depict Wake-on-Wireless
[4] are sent using the control channel to wake up intend@@rformance for CBR-5, CBR-0.5, OnOff-0.5, OnOff-5 and
receivers, which first respond in the control channel anCp, respectively. While high data radio wake-up time iscur
then turn on their main channel to receive the packet. Afteswer transitions, it incurs high delay (5 s in comparison
the packet transmission has ended, the node turns its ra@ic0.5 s). Essentially, when the data radio wake-up time is
off in the main channel. The out-of-band signaling used yh the order of the ATIM window of the wake-up radio,
trigger-based protocols avoids the extra awake time nelegledwe observe less interesting delay patterns (e.g., only wake
asynchronous scheduled protocols. Additional savingsbeanup times higher than 500 ms allows reducing the number of
achieved on the control channel using any of the synchronatgnsitions). However, when the wake-up time increasessio 5

approachese(g, STEM [4]). Fig. 19 shows the state tranwe observe similar triangle delay patterns depending on how
sitions of data and wake-up radios in the Wake-on-Wirelegksely the packets are generated at the sender.

protocol [3]. The wake-up radio stays in receive mode to
listen to traffic announcements for a fixed duration. If no N
announcements are heard, it stays asleep until a sleepuiméd The cost of transitions
occurs. If an announcement is heard, the data radio is wokenyhile power-management protocols save energy from
up. The data radio is turned off if the idle timer expires. putting nodes to a low-power sleep state, energy is expended
The limitations of trigger-based protocols come from thfor switching the node from sleep to idle. Fig. 25 shows the
complexity of requiring two radios on one node. Additiogall measurement results for Aironet 350 when the card operates
to save energy, the data radio should not be woken up tmopower-save mode with a beacon interval of 2 s. Although,
frequently since switching from off to idle costs more timehe wireless interface has nothing to send or receive, irgc
and energy than switching from sleep to idle. Finally, thisre 100 mA for switching from sleep to idle. In Fig. 25, Aironet
no guarantee that the data channel is usable even if the wa®0 draws 66 mA on average during the ATIM window for
up radio can successfully transmit to the receiver, causiagound 13 ms. After receiving a beacon, the interface se#ich
the receiving node to wake up and the sending node to trysleep state and draws 14 mA. Therefore, switching, in-addi
to transmit uselessly. Similarly, a usable data channebis rtion to device switching costs, affects idling costs depend
accessible if the wake-up channel is not usable. on the type of power-management protocol. Hence, in this
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section, we compare IEEE 802.11 PSM, B-MAC and Wake_xperlments). Hence, the idling energy cost is strictlyl tie

. . X L . the number of transitions. Similarly, in B-MAC, the number
On-Wireless, in terms of their switching energy consumptio o . : .
. of transitions decreases with the check interval size. When
based on different protocol parameters.

) check interval is 0.1 s, the nodes wake up 5000 times, and for
In IEEE 802.11 PSM, as the beacon interval decreases, f0@heck interval of 1.6 s, the number of transitions is 313. In

node becomes more responsive to current traffic but iNCES\IAC, a node immediately switches to sleep if it senses the
high switching costs. For instance, when the beacon interyg ;nnel idle, hence B-MAC has an idling cost on the order of

(BI) is 0.3 s, the average number of transitions is 1597, afdljiseconds. However, if the node senses the channel busy,

when Bl is 3 s, the node switches to idle 135 times for al}o it needs to stay awake until it receives the packet. elenc
traffic types (see Fig. 26). On the other hand, the Wake—Ofp]—e idling time can be as long as the preamble size.

Wireless protocol requires fewer transitions for the dadio Our results show that while different types of power-

since the wake-up radio S|gna_ls the exact time the data raﬂﬂ%nagement protocols address separate issues aboutigeduci
is needed. However, de_pendmg_on th_e power m_a_nagemm_time energy consumption, each of these protocols have
protocol the wake-up radio uses, it also incurs ransitosE air qwn shortcomings in the presence of different traffic

In our model, the wake-up radio followed IEEE 802.11 PSN| ,oq Therefore, we need to reconsider the design of power-

with a beacon interval of 0.3 s. Furthermore, as the wakfianagement protocols, which incur less switching and glin
up time of the data radio increases, the number of transitiofysts to accommodate different types of traffic.

decreases. For instance, if the data radio can be switched on

in 0.5 ms, then the radio makes exactly 40 transitioms, (he

number of packets). However, if the data radio takes 5 st T RAFFIC SHAPING TOIMPROVE POWER MANAGEMENT
switch on (the expected wake-up latency in [3]), then for all Our performance study reveals that traffic information
traffic types, enough data accumulates to keep the radioeawhlas a critical impact on the energy-savings gained through
for an extended time and the number of transitions reducesch power-management protocol. Previous research has als
For instance, only 4 transitions are necessary for CBR-Odoked into using traffic shaping to augment power man-
and 1 transition for TCP. Finally, once the data radio is bn, agement. In [12], application-specific information is uged
idles for a fixed time before switching to sleep (0.2 s in olralance energy savings and delay in a Wireless LAN. To avoid
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delays from power-management in an ad hoc network, On-
Demand Power Management (ODPM) [13] proposes to switch
a node to active mode whenever it receives a packet. The
node goes back to power-save mode only when it remains
idle for a fixed period of time. This approach also reduces
the number of sleep-to-idle transitions. However, since th
time to switch back to power management mode is fixed,
this protocol may incur high idling costs depending on the
traffic pattern (e, packet inter-arrival time). Similarly, the
Bounded-Slowdown (BSD) protocol [14] keeps nodes awake
for a protocol-dependent time when they are involved in
communication. When there is no network activity, nodes
back off and wake up less frequently. However, BSD is best
suited for Web-traffic, where small round trip times and shor
connections are expected. Finally, to adapt power managteme
to observed traffic patterns, [15], [16] propose more explic
traffic shaping, where the network is accessed in bursts to
reduce the number of transitions from and to the sleep state.
The goal is to buffer packets as long as possible before their
deadlines, so that a burst of packets can be sent reducing
energy consumption.

However, these approaches are all sender-driven. Although
this seems like an obvious choice, since the sender is aware
of its own traffic pattern, this model overlooks the fact that
often in multi-hop wireless networks, receivers take part i
multiple flows from many different senders. The aggregate
traffic pattern observed by the receiver is not known by
the individual senders and has the highest potential to im-
prove sleep schedules. Therefore, a new receiver-basesrpow
management protocol should be designed to achieve higher
energy efficiency.

V. CONCLUSION

Power management protocols aim to save idling energy.
However, one challenge to creating efficient power manage-
ment protocols is matching the sleep schedules to traffic
patterns, since poor matches create increased switchstg, co
needless idling, and long delays. In this paper, we analyze
the effects of different traffic generation patterns on the
efficiency of various power management schemes. To this
end, we present an energy consumption model derived from
experimental measurements. We show that each type of power-
management protocol, while performing well under certain
traffic patterns, performs poorly under others. This leasls u
to consider protocols that take traffic pattern informatioto
account. However, current approaches to using trafficielgap
to augment power management are sender-driven. We believe a
receiver-driven power management protocol has more gatent
to conserve energy, due to the fact that the aggregate traffic
pattern observed by the receiver is not known by any of
the individual senders. Such receiver-driven schemes dvoul
also avoid the problems associated with synchronized power
management schemes. Our future work in power management
protocol design includes development of such protocols and
their evaluation under many different network scenarios.
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